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Preface 

About this Document 

This reference design describes how to design, build, and test a high performance compute 

(HPC) cluster using Mellanox
®
 InfiniBand interconnect.  

Audience 

This document is intended for HPC network architects and system administrators who want to 

leverage their knowledge about HPC network design using Mellanox
®
 InfiniBand 

interconnect solutions. 

The reader should have basic experience with Linux programming and networking. 

References 

For additional information, see the following documents: 

Table 2: Related Documentation 

Reference Location 

Mellanox OFED for Linux User 

Manual 

www.mellanox.com > Products > Adapter IB/VPI SW > Linux 

SW/Drivers  

http://www.mellanox.com/content/pages.php?pg=products_dy

n&product_family=26&menu_section=34  

Mellanox Firmware Tools www.mellanox.com > Products > Software > Management 

Software 

http://www.mellanox.com/pdf/MFT/MFT_user_manual.pdf 

UFM User Manual www.mellanox.com > Products > Software > Firmware Tools 

http://www.mellanox.com/page/products_dyn?product_family

=100&mtag=unified_fabric_manager 

Mellanox Products Approved Cable 

Lists 

http://www.mellanox.com/related-docs/user_manuals/Mellan

ox_approved_cables.pdf 

Top500 website www.top500.org  

http://www.mellanox.com/content/pages.php?pg=products_dyn&product_family=26&menu_section=34
http://www.mellanox.com/content/pages.php?pg=products_dyn&product_family=26&menu_section=34
http://www.mellanox.com/pdf/MFT/MFT_user_manual.pdf
http://www.mellanox.com/page/products_dyn?product_family=100&mtag=unified_fabric_manager
http://www.mellanox.com/page/products_dyn?product_family=100&mtag=unified_fabric_manager
http://www.mellanox.com/related-docs/user_manuals/Mellanox_approved_cables.pdf
http://www.mellanox.com/related-docs/user_manuals/Mellanox_approved_cables.pdf
http://www.top500.org/
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1 Introduction 

High-performance computing (HPC) encompasses advanced computation over parallel 

processing, enabling faster execution of highly compute intensive tasks such as climate 

research, molecular modeling, physical simulations, cryptanalysis, geophysical modeling, 

automotive and aerospace design, financial modeling, data mining and more. 

High-performance simulations require the most efficient compute platforms. The execution 

time of a given simulation depends upon many factors, such as the number of CPU/GPU cores 

and their utilization factor and the interconnect performance, efficiency, and scalability. 

Efficient high-performance computing systems require high-bandwidth, low-latency 

connections between thousands of multi-processor nodes, as well as high-speed storage 

systems.  

This reference design describes how to design, build, and test a high performance compute 

(HPC) cluster using Mellanox
®
 InfiniBand interconnect covering the installation and setup of 

the infrastructure including: 

¶ HPC cluster design 

¶ Installation and configuration of the Mellanox Interconnect components 

¶ Cluster configuration and performance testing  
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2 Designing an HPC Cluster 

There are several common topologies for an InfiniBand fabric. The following lists some of 

those topologies: 

¶ Fat tree: A multi-root tree. This is the most popular topology. 

¶ 2D mesh: Each node is connected to four other nodes; positive, negative, X axis and Y axis 

¶ 3D mesh: Each node is connected to six other nodes; positive and negative X, Y and Z axis 

¶ 2D/3D torus: The X, Y and Z ends of the 2D/3D mashes are ñwrapped aroundò and 

connected to the first node 

Figure 1: Basic Fat-Tree Topology 

 

2.1 Fat-Tree Topology 

The most widely used topology in HPC clusters is a one that users a fat-tree topology. This 

topology typically enables the best performance at a large scale when configured as a 

non-blocking network. Where over-subscription of the network is tolerable, it is possible to 

configure the cluster in a blocking configuration as well. A fat-tree cluster typically uses the 

same bandwidth for all links and in most cases it uses the same number of ports in all of the 

switches. 
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Figure 2: 324-Node Fat-Tree Using 36-Port Switches 

 

 

2.1.1 Rules for Designing the Fat-Tree Cluster 

The following rules must be adhered to when building a fat-tree cluster: 

¶ Non-blocking clusters must be balanced. The same number of links must connect a Level-2 

(L2) switch to every Level-1 (L1) switch. Whether over-subscription is possible depends 

on the HPC application and the network requirements. 

¶ If the L2 switch is a director switch (that is, a switch with leaf and spine cards), all L1 

switch links to an L2 switch must be evenly distributed among leaf cards. For example, if 

six links run between an L1 and L2 switch, it can be distributed to leaf cards as 1:1:1:1:1:1, 

2:2:2, 3:3, or 6. It should never be mixed, for example, 4:2, 5:1. 

¶ Do not create routes that must traverse up, back-down, and then up the tree again. This 

creates a situation called credit loops and can manifest itself as traffic deadlocks in the 

cluster. In general, there is no way to avoid credit loops. Any fat-tree with multiple 

directors plus edge switches has physical loops which are avoided by using a routing 

algorithm such as up-down.  

¶ Try to always use 36-port switches as L1 and director class switches in L2. If this cannot be 

maintained, please consult a Mellanox
®
 technical representative to ensure that the cluster 

being designed does not contain credit loops. 

For assistance in designing fat-tree clusters, the Mellanox InfiniBand Configurator 

(http://www.mellanox.com/clusterconfig) is an online cluster configuration tool that offers 

flexible cluster sizes and options. 

 

http://www.mellanox.com/clusterconfig
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Figure 3: Balanced Configuration ï Example-1 

 

 

Figure 4: Balanced Configuration ï Example-2 

 

 

Figure 5: Balanced Configuration ï Example-3 

 

2.1.2 Blocking Scenarios for Small Scale Clusters 

In some cases, the size of the cluster may demand end-port requirements that marginally 

exceed the maximum possible non-blocking ports in a ñtieredò fat-tree. 

For example, if a cluster requires only 36 ports, it can be realized with a single 36-port switch 

building block. As soon as the requirement exceeds 36 ports, one must create a 2-level (tier) 
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fat-tree. For example, if the requirement is for 72 ports, to achieve a full non-blocking 

topology, one requires six 36-port switches. In such configurations, the network cost does not 

scale linearly to the number of ports, rising significantly. The same problem arises when one 

crosses the 648-port boundary for a 2-level full non-blocking network. Designing a large 

cluster requires careful network planning. However, for small or mid-sized systems, one can 

consider a blocking network or even simple meshes. 

Consider the case of 48-ports as an example. This cluster can be realized with two 36-port 

switches with a blocking ratio of 1:2. This means that there are certain source-destination 

communication pairs that cause one switch-switch link to carry traffic from two 

communicating node pairs. On the other hand, this cluster can now be realized with two 

switches instead of more. 

Figure 6: 1:2 Blocking Ratio 

 

The same concept can be extended to a cluster larger than 48 ports. 

Note that a ñringò network beyond three switches is not a valid configuration and creates 

credit-loops resulting in network deadlock. 

Figure 7: Three Nodes Ring Topology 
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Figure 8: Four Nodes Ring Topology ï Creating Credit-Loops 

 

 

2.1.3 Topology Examples 

2.1.3.1 CLOS-3 Topology (Non-Blocking) 

Figure 9: 72-Node Fat-Tree Using 1U Switches 
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Figure 10: 324-Node Fat-Tree Using Director or 1U Switches 

 

Figure 11: 648-Node Fat-Tree Using Director or 1U Switches 

 

Note that director switches are basically a fat-tree in a box. 
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2.1.3.2 CLOS-5 Topology (Non-Blocking) 

Figure 12: 1296-Node Fat-Tree Using Director and 1U Switches 

 

Figure 13: 1944-Node Fat-Tree Using Director and 1U Switches 
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Figure 14: 3888-Node Fat-Tree Using Director and 1U Switches 

 

2.2 Performance Calculations 

The formula to calculate a node performance in floating point operations per second (FLOPS) 

is as follows: 

Node performance in FLOPS = (CPU speed in Hz) x (number of CPU cores) x (CPU 

instruction per cycle) x (number of CPUs per node)  

For example, for Intel Dual-CPU server based on Intel E5-2690 (2.9GHz 8-cores) CPUs: 

2.9 x 8 x 8 x 2 = 371.2 GFLOPS (per server). 

Note that the number of instructions per cycle for E5-2600 series CPUs is equal to 8. 

To calculate the cluster performance, multiply the resulting number with the number of nodes 

in the HPC system to get the peak theoretical. A 72-node fat-tree (using 6 switches) cluster 

has: 

371.2GFLOPS x 72 (nodes) = 26,726GFLOPS = ~27TFLOPS 

A 648-node fat-tree (using 54 switches) cluster has: 

371.2GFLOPS x 648 (nodes) = 240,537GFLOPS = ~241TFLOPS 

For fat-trees larger than 648 nodes, the HPC cluster must at least have 3 levels of hierarchy. 

For advance calculations that include GPU acceleration ï refer to the following link:  

http://optimisationcpugpu-hpc.blogspot.com/2012/10/how-to-calculate-flops-of-gpu.html 

The actual performance derived from the cluster depends on the cluster interconnect. On 

average, using 1 gigabit Ethernet (GbE) connectivity reduces cluster performance by 50%. 

http://optimisationcpugpu-hpc.blogspot.com/2012/10/how-to-calculate-flops-of-gpu.html
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Using 10GbE one can expect 30% performance reduction. InfiniBand interconnect however 

yields 90% system efficiency; that is, only 10% performance loss. 

Refer to www.top500.org for additional information. 

Table 3: HPC Cluster Performance 

Cluster Size Theoretical 

Performance  

(100%) 

1GbE 

Network 

(50%) 

10GbE 

Network  

(70%) 

FDR InfiniBand 

Network  

(90%) 

Units 

72-Node cluster  27 13.5 19 24.3 TFLOPS 

324-Node cluster  120 60 84 108 TFLOPS 

648-Node cluster  241 120.5 169 217 TFLOPS 

1296 Node cluster  481 240 337 433 TFLOPS 

1944 Node cluster  722 361 505 650 TFLOPS 

3888 Node cluster  1444 722 1011 1300 TFLOPS 

 

Note that InfiniBand is the predominant interconnect technology in the HPC market. 

InfiniBand has many characteristics that make it ideal for HPC including: 

¶ Low latency and high throughput 

¶ Remote Direct Memory Access (RDMA) 

¶ Flat Layer 2 that scales out to thousands of endpoints 

¶ Centralized management 

¶ Multi -pathing 

¶ Support for multiple topologies 

 

2.3 Communication Library Support 

To enable early and transparent adoption of the capabilities provided by Mellanoxôs 

interconnects, Mellanox developed and supports two libraries: 

¶ Mellanox Messaging (MXM) 

¶ Fabric Collective Accelerator (FCA) 

These are used by communication libraries to provide full support for upper level protocols 

(ULPs; e.g. MPI) and PGAS libraries (e.g. OpenSHMEM and UPC). Both MXM and FCA are 

provided as standalone libraries, with well-defined interfaces, and are used by several 

communication libraries to provide point-to-point and collective communication libraries. 

http://www.top500.org/
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Figure 15: Communication Libraries 

 

2.3.1 Fabric Collective Accelerator 

The Fabric Collective Accelerator (FCA) library provides support for MPI and PGAS 

collective operations. The FCA is designed with modular component architecture to facilitate 

the rapid deployment of new algorithms and topologies via component plugins. The FCA can 

take advantage of the increasingly stratified memory and network hierarchies found in current 

and emerging HPC systems. Scalability and extensibility are two of the primary design 

objectives of the FCA. As such, FCA topology plugins support hierarchies based on 

InfiniBand switch layout and shared memory hierarchies ï both share sockets, as well as 

employ NUMA sharing. The FCAôs plugin-based implementation minimizes the time needed 

to support new types of topologies and hardware capabilities. 

At its core, FCA is an engine that enables hardware assisted non-blocking collectives. In 

particular, FCA exposes CORE-Direct capabilities. With CORE-Direct, the HCA manages 

and progresses a collective communication operation in an asynchronous manner without 

CPU involvement. FCA is endowed with a CORE-Direct plugin module that supports fully 

asynchronous, non-blocking collective operations whose capabilities are fully realized as 

implementations of MPI-3 non-blocking collective routines. In addition to providing full 

support for asynchronous, non-blocking collective communications, FCA exposes ULPs to 

the HCAôs ability to perform floating-point and integer reduction operations. 

Since the performance and scalability of collective communications often play a key role in 

the scalability and performance of many HPC scientific applications, CORE-Direct 

technology is introduced by Mellanox as one mechanism for addressing these issues. The 

offloaded capabilities can be leveraged to improve overall application performance by 

enabling the overlapping of communication with computation. As system sizes continue to 

increase, the ability to overlap communication and computational operations becomes 

increasingly important to improve overall system utilization, time to solution, and minimize 

energy consumption. This capability is also extremely important for reducing the negative 

effects of system noise. By using the HCA to manage and progress collective communications, 

process skew attributed to kernel-level interrupts and its tendency to ñamplifyò latency at 

large-scale can be minimized. 








































